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Customer segments served by AWS

Enhance finetuned FMs with 
context and use them

Finetune FMs for specific 
domain/workload

3

Building/retraining FMs 
from scratch

Customizing and 
Using FMs 

Low entry cost and complexity, faster TTMStrong control and flexibility

Build FMs or retrain open source 
FMs from scratch

Finetuning FMs
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Our Observation

YEAR

1957 2012 2014 2016 2018 2019 2020 2021… … …

Model size 
(# of parameters)

VGG16
138M

YOLO, GNMT
210M

BERT-L
340M

GPT-2
1.5B

GPT-3
175B

2023

Perceptron
1

Alexnet
62M

SWITCH-C
1.6T

Ease of use & flexibilityResiliencePerformance

* Nvidia Pixys & Enroot 

Develop and train continuously for weeks and months
on SageMaker-managed infrastructure

https://github.com/NVIDIA/pyxis
https://github.com/nvidia/enroot
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Amazon SageMaker Training

Self-healing clusters reduce 
training time by up to 20%
 

Resilient 
environment

SageMaker distributed 
training libraries improve 
performance by up to 20%

Streamline 
distributed training 

A broad choice of GPUs 
and CPUs, as well as 
AWS accelerators such 
as AWS Trainium and 
AWS Inferentia

Purpose built ML 
infrastructure 
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Amazon SageMaker for large scale FM Training:

Build on Amazon 
SageMaker HyperPod

Create training jobs on 
SageMaker 

Customize and manage cluster 
orchestration using Slurm  

Focus on ML rather than IT to 
accelerate time to market

Access to flexible on-demand GPU 
cluster 
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Amazon SageMaker for Large Scale FM Training:

Self-healing clusters 
reduce training time 
by up to 20%
 

Resilient 
environment

SageMaker distributed 
training libraries 
improve performance 
by up to 20%

Streamline distributed 
training 

Control over compute 
environment and 
workload scheduling 

Optimized resources 
utilization (SMHP)

Focus on ML without 
the need to manage 
infrastructure

Managed training 
environment (SMTJ)

ORAND AND
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Foundation model training on Amazon SageMaker

NVIDIA GPUS 
H100, A100, A10

AWS Trainium
Trn1 and Trn1n CPU instances AWS Nitro System EFA based networking

A M A Z O N  S A G E M A K E R  T R A I N I N G

Large-scale cluster 
orchestration NCCL health checks Resilient training On-demand and 

persistent clusters Warm pools SSH to container

Efficient data loading Debugger Profiling Experiment tracking Hyperparameter 
optimization

Pay for what 
you use

M L  C O M P U T E  I N S T A N C E S  &  A C C E L E R A T O R S

Hugging Face SageMaker Distributed 
Training Libraries

Bring your own library (e.g., 
Nemo Megatron, FSDP)

O P T I M I Z E D  D I S T R I B U T E D  T R A I N I N G  L I B R A R I E S  &  F R A M E W O R K S

TensorFlow, the TensorFlow logo and any related marks are trademarks of Google Inc.
PyTorch, the PyTorch logo and any related marks are trademarks of The Linux Foundation.



© 2024, Amazon Web Services, Inc. or its affiliates. All rights reserved.

SageMaker Training Jobs

Amazon SageMaker Training job

Virtual private cloud (VPC)

SageMaker 
control plane

Create training job API call

Storage

Amazon S3

Amazon EFS

Amazon FSx 
for Lustre

Ø Resilient 
environment

Ø Managed training 
environment

Ø Streamline distributed 
training 

Amazon ECR

Download training 
image
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SageMaker Training Jobs Demo 
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Service

SageMaker HyperPod example architecture

Engineers & 
Researchers

Compute Nodes

Admin & 
Ops Customer 

Account 

FSxL

Datasets & 
checkpoints

Endpoint

AWS Cloud

Head Node

Login Node
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SageMaker HyperPod Demo 
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Thank you! Please complete the session 
survey in the mobile app

Thank you

Kanwaljit Khurmi
kkhurmi@amazon.com

Sean Smith
seam@amazon.com
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SageMaker Training Jobs: 
Proven, large Scale, resilient training clusters - for high-volume training jobs with 100s 
of billions of parameters

Confidential – Internal use only
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Resilient computing with SageMaker HyperPod

Stability AI 

• Leading open-source GenAI 
company

• Challenge: Losing hundreds 
of hours to hardware failures

HyperPod automatically replaces 
faulty instances once detected

Workloads are automatically 
resumed – saving Stability AI over 
50% in training time and cost
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Performant computing with SageMaker HyperPod

Perplexity AI 

• First conversational Q&A 
engine

• Challenge: low throughput of 
LLM training experiments

Up to 20% faster and cheaper than NCCL 
and MPI-based solutions – Unlocking a 
2x increase in experiment throughput for 
Perplexity AI

SageMaker distributed training libraries 
provide an optimized backend for deep
learning models in TensorFlow, PyTorch
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Customizable computing with SageMaker HyperPod

Hugging Face

• Open source machine learning 
platform and community

• Challenge: Research requires 
control over all layers of tech 
stack

Customize HyperPod clusters with 
frameworks, containers, debugging tools

Hugging Face’s science teams has 
the freedom to innovate quickly


